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Abstract
Recommender systems are crucial for traffic driven online media platforms, aligning  relevant advertisements 
with target audiences to enhance engagement and revenue. However, selecting effective methods 
remains challenging, especially under cold-start conditions where user interaction data is sparse. This study 
evaluates 13 state-of-the-art recommendation models—including rule-based, machine learning, and deep 
learning methods—using eight standard metrics, providing actionable insights for online advertising 
practitioners. Additionally, we propose as impleyet effective strategy to mitigate the cold-start issue 
by reformulating interaction data to increase its density. Our results show that: (1) deep learning models 
typically outperform classical machine learning approaches in cold-start scenarios; (2) the proposed data 
reformulation significantly improves accuracy across all tested models without reducing recommendation 
diversity; and (3) when data sparsity decreases, light weight machine learning methods can outperform 
complex deep learning models, offering practical and efficient solutions for real-world deployment. 

Keywords: Online Advertising, Recommendation System, Cold-Start Problem, User Interaction Data, 
Machine Learning.

1. Introduction
In traffic-driven online media and magazine platforms, 
advertising and recommender systems are essential 
for delivering personalized content and maximizing 
user engagement (Binns,2016; Malthouse et al., 2019; 
Zhao et al.,2020). The primary objective of these web 
publishers is to deliver advertisers’ brand information 
to the most relevant group of users, who are likely 
to take a desired action (e.g., clicking on an ad) after 
being exposed to specific types of   advertisement  
impressions.   A   commonpricing   modelis  Cost-Per-Click 
(CPC), where  web publishers (e.g.,online magazine 
platforms)  earn  revenue each time a user clicks on 
a displayed advertisement (Mohan,2020; Najafi-As 
adolahi and Fridgeirsdottir,2014). Consequently,  
implementing  an effective recommender system 
is vital  for online media platforms,with the aim of 

suggesting them ost relevant advertisements to users 
and thereby maximizing both click-through rates 
(CTR) and advertising revenue.
Since  the  early 1990s, the field of recommender 
systems has evolved significantly, producing a 
wide array of models and technologies,  such  as 
collaborative filtering (CF) and content-based 
approaches (Dongetal.,2022; Javedetal.,2021; 
Sarwaretal.,2001). Recent models use advanced 
deep learning techniques, enhancing the accuracy 
of recommendations (Zhang et al.,2019). For web 
publishers, choosing the most suitable recommender 
system from the myriad of options for online 
advertising is particularly challenging. The efficacy 
of recommendation approaches canvary considerably, 
especially in cases involving cold-start users with 
minimal or no prior interactions— which is  a 
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prevalent challenge in there alm of online advertising 
(Panetal.,2019). This issue is typically manifested as 
extreme sparsity in the user–item interaction matrix, 
where the vast majority of entries are unobserved. 
In a multitude of real-world scenarios, particularly 
in traffic-driven platforms, the number of unique 
individuals (often anonymous visitors) can far exceed 
the number of items (e.g., advertisement candidates), 
further exacerbating the sparsity problem. This high 
user-to-item ratio presents challenges for learning 
reliable user preferences and training effective 
recommendation models (Bobadilla et al.,2013).
In light of these challenges, the present paper sets 
out a comprehensive study that rigorously evaluates 
a wide variety of thir teen different recommender 
systems using a production-level, real- world tracking 
dataset in the field of online media and magazine 
platforms. The objective of this study is two fold: first, 
to provide an empirical analysis; and second, to offer 
insights that help practitioners make more informed 
decisions about which recommendation approach to 
prioritize for initial consideration. Further more, a 
simpleyet effective strategy is proposed to mitigate 
the cold- start problem by reducing data sparsity, and 
Its impact on the accuracy of the tested recommender 
systems is evaluated. The contributions of our study 
are as follows:

We conduct arigorous,real-world performance •	
bench marking of 13 state-of-the-art recommender 
models using production user interaction data 
from an online magazine and advertising platform, 
offering  actionable insights for practitioners 

aiming to optimize advertisement targeting in 
cold-start conditions.
We introduce a simple yet effective sparsity-•	
reduction strategy to mitigate the cold-start 
problem, enhancing recommendation accuracy 
without compromising diversity or coverage.

The remainder of the paper is structured as follows. 
Section 2 briefly introduces the 13 recommender 
approaches evaluated in this study. Section 3 discusses 
the cold-start challenge in online advertising, 
outlines our proposed sparsity-reduction strategy, 
and formulates the research questions. Section 
4 describes the experimental protocol, including 
dataset characteristics, evaluation metrics, and model 
implementation.Section 5 presents the results and 
key findings, followed by a discussion of the study’s 
limitations and implications. Finally, Section 6 
concludes the paper.

2.   Considered   Recommendation    Approaches
As outlined in Section 1, this study examines 13 state-
of-the-art recommendation models drawn from leading 
conferences and journals with in there commender 
systems community. These models Represent a broad 
spectrum of algorithmic paradigms, which we group 
into three main categories: rule-based approaches, 
machine learning (ML)-based approaches, and 
deep learning (DL)-based models (cf.Table 1). The 
following points provide a concise overview of each 
model’s underlying principles.

Table1. Summary of considered recommendation models.

Recommendation Model Reference Type
EASE (Steck,2019) ML-based
FM (Rendle,2010) ML-based
Item2vec (BarkanandKoenigstein,2016) ML-based
ItemKNN (Sarwaretal.,2001) Rule-based
LightGCN (Heetal.,2020) DL-based
MF (Korenetal.,2009) ML-based
MostPop (Jietal.,2020) Rule-based
Multi-VAE (Liangetal.,2018) DL-based
NeuMF (Heetal.,2017) DL-based
NFM (HeandChua,2017) DL-based
NGCF (Wangetal.,2019) DL-based
PureSVD (Cremonesietal.,2010) ML-based
SLIM (NingandKarypis,2011) ML-based

Embarrassingly Shallow Auto Encoder (EASE)•	 . 
A simple linear recommender tailored for sparse 

implicit feedback.Instead of deep autoencoders, 
it learns a closed-form item–item weight matrix 
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to reconstruct user interactions and often rivals 
or surpasses complex neural methods, including 
Multi-VAE (Liang et al.,2018; Steck,2019; Zhang 
et al.,2020).
Factorization Machines (FM).•	  A generalized 
factorization model that captures pairwise 
interactions among arbitrary features 
(users,items,andsidedata). It keeps MF-like 
efficiency while flexibly integrating context in 
sparse settings (Koren et al.,2009; Rendle,2010).
Neural Item  Embedding (Item2vec).  •	 An  
embedding-based  recommendation  model   
inspired by Word2vec. It treats user interaction 
sequences like sentences and co-occurring items 
like words, learning vector representations that 
capture item similarity. These embeddings can 
then be used for collaborative filtering, often out 
performing classic MF on benchmark datasets 
(Barkan and Koenigstein,2016; Koren et al.,2009; 
Mikolov et al.,2013).
Item-based Collaborative Filtering (Item KNN)•	 . 
A memory-based method that recommends 
items similar to those a user already consumed.
It computes item–item similarity from historical 
interactions and aggregate esneighbors to produce 
rankings; no model training is required (Sarwar et 
al.,2001).
Simplified Graph Convolution Network ( Light GCN).•	  
A graph-based approach that propagates user and 
item embeddings over the interaction graph while 
deliberately removing feature transformations 
and nonlinearities. This stream lined design 
improves generalization and accuracy over earlier 
GNN recommenders like NGCF (Heetal.,2020; 
Wuetal.,2021).
Matrix Factorization (MF).•	  A foundational latent 
factor model that represents users and items 
as vectors in a shared low-dimensional space. 
Recommendations are generated by measuring 
the alignment between these vectors, allowing 
the model to capture hidden patterns in user 
preferences. MF remains a widely used and 
effective baseline for collaborative filtering(Koren 
et al.,2009).
Most Popular Items (Most Pop)•	 . A non-
personalized base line that ranks items by overall 
interaction counts. Despiteits simplicity—and 
known popularity bias—it can be competitive on 
some benchmarks (Abdollahpouri, 2019;  Ferrari 
Dacrema et al.,2019;Ji et al.,2020).

Multinomial Variational  Autoencoder (Multi-•	
VAE). A generative neural model for implicit 
feedback that uses a multinomial likelihood with 
control lable regularization to learn user preference 
patterns from sparse data, often out performing 
classical ML approaches (Lianget al.,2018).
Neural  Collaborative  Filtering  (NeuMF).   •	
A hybrid neural model that merges two 
complementary components: Generalized Matrix 
Factorization (GMF), which extends MF with 
flexible interaction weights, and a Multi-Layer 
Perceptron (MLP), which captures complex 
nonlinear relationships. By combining these path 
ways, NeuMF effectively models diverse user–
item interaction patterns and has become one of 
the most influential deep learning approaches in 
recommendation (Ferrari Dacremaet al.,2019;He 
et al.,2017).
N•	 eural Factorization Machines (NFM). An 
extension of  FM by adding a neural layer on top of 
FM’s interaction representation to capture higher-
order, nonlinear effects, improving accuracy over 
FM and “Wide&Deep”-style models (Cheng et 
al.,2016; He and Chua,2017).
Neural Graph Collaborative Filtering(NGCF).•	   
graph-based recommendation model that 
propagates user and item embeddings through the 
user-item interaction graph. By capturing higher-
order connectivity and relational patterns, NGCF 
enriches representation learning beyond direct 
interactions, leading to stronger recommendation 
performance compared to MF and NeuMF(He et 
al.,2017; Koren et al.,2009; Wang et al.,2019).
Matrix Completion (Pure SVD). •	 An adaptation of 
singular value decomposition designed for top-n 
recommendation tasks. It treats missing ratings 
as zeros and reconstructs the user-item matrix 
using truncated SVD, from which ranked item 
lists are derived. Pure SVD provides a simple 
yet competitive alternative to both latent factor 
and neighborhood-based methods (Cremonesi et 
al.,2010; Koren et al.,2009).
Sparse Linear Methods (SLIM). •	 A machine 
learning approach that learns a sparse item-item 
similarity matrix to reconstruct user interactions. 
By directly modelling item associations from 
implicit feedback, SLIM produces accurate 
and interpretable recommendations, often 
outperforming traditional neighborhood-based and 
factorization methods (Ning and Karypis,2011).
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3. Cold-Start Challenge in Online Advertising
Generally speaking, the cold-start issue is a critical 
challenge for recommender systems, particularly with 
in the  domain of online advertising. Unlike e-commerce 
platforms (e.g.,Amazon), where users are typically 
logged in and individual profiles can be accumulated 
over time, online advertising platforms often deal 
with anonymous, first-time visitors, making it 
significantly more difficultto model user  preferences.
This problem is exacerbated by privacy regulations, 
SEO (Search Engine Optimization) constraints, and 
other operational factors(Kant,2021). As aresult, 
cold-start recommendations refer to scenarios where 
the system must deliver relevant suggestions to users 
without prior interactions. For    instance, on Appvizer
1, a leading European online media platform for SaaS 
(Software-as-a-Service), over one million unique 
visitors are recorded monthly—yet more than 95% of 
them exhibit cold-start behavior.

For online media marketers, choosing an effective 
recommendation strategy under cold-start conditions 
remains a complex challenge. The performance of 
different algorithms can vary significantly depending 
on the degree of data sparsity.  A key motivation of this 
study is to provide empirical guidance by examining 
the performance of 13 state-of-the-art recommendation 
models (cf.Section2). This comparative analysis aims 
to support informed decision-makingin choosing the 
most suitable recommendation strategy for a traffic-
driven, anonymous-user advertising environment. 
Additionally, we investigate how model performance 
evolves as training data becomes denser.  To this end, 
we propose a straight forward strategy (outlined below) 
that transforms a highly sparse cold-start problem into 
a more learn able one by reformulating the user-item 
interaction matrix to reduce its sparsity.

Formally, let 𝑀 denote an online magazineor media 
platform comprising a set 𝐴 of articles2. Given a 
catalogue of items (i.e., advertisements) 𝐼 and a set of 
users (visitors) 𝑈, the goal of a recommender system 
𝑅𝑒𝑐is to generate a ranked list 𝐿𝑅𝑒𝑐 (𝑢,𝑖) of relevant 
items 𝑖∈ 𝐼for each user 𝑢∈ 𝑈, based on the context of 
1https://www.appvizer.com	
2While we use the term articles to reflect our case study on online maga-
zines, the proposed strategy generalizes to any online advertising con-
text where ads are displayed within specific web pages. In this broader 
view, each “article” simply represents a distinct content page, such as 
product pages, blog posts, or landing pages, onto which advertisements 
are served.

an article 𝑎∈ 𝐴 with which the user is engaged. The 
conventional approach reliesona user-item interaction 
matrix 𝑋∈R|𝑈|×|𝐼|, where 𝑋𝑢, 𝑖=1ifuser 𝑢 interacted 
with item 𝑖, and 0 otherwise. In real-world advertising 
environments with millions of anonymous visitors, this 
matrix is typically extremely sparse, limiting model 
learnability and recommendation accuracy. To address 
this, we propose a shift in the modeling granularity: 
from visitor-level interactions to article-level agg 
regations. Specifically, we construct adenser matrix 
𝑋′∈R|𝐴|×|𝐼|, where 𝑋′=1if item 𝑖 was interacted with 
when displayed on article page 𝑎. Since the Number of 
articles is typically orders of magnitude smaller than 
the number of users (|𝐴|≪|𝑈|), this transformation 
increases the matrix density substantially. This 
reformulation offers several advantages: (i) it enables 
the use of powerful matrix-based recommendation 
techniques even in sparse environments; (ii) it retains 
context-awareness through article-level conditioning; 
and (iii) it aligns with the ultimate goal of ad delivery, 
which takes place within content pages—thereby 
validating the article-level perspective when ever ads 
are embedded at the page level.
In the following sections,we present the experimental 
design and finding so four study, which aim to address 
the following research questions:

RQ1:  •	 Which recommendation models perform best 
under cold-start conditions in online advertising 
platforms with anonymous user traffic?
RQ2: •	 To what extent does the proposed interaction 
matrix reformulation mitigate sparsity and enhance 
recommendation performance across different 
model types? 

4. Experimental Protocol
4.1 Data set
The experiments conducted in this study are based 
on a real-world dataset collected through Appvizer’s 
tracking system over a six-month period (January 
to June 2024). It captures visitor interactions—
specifically, advertisement clicks—across all article 
pages published on the Appvizer platform during that 
period.As highlighted in Section 3, we evaluated 13 
state-of-the-art recommendation models under two 
recommendation scenarios:
Highsparsity, based on the original visitor-level 
interaction matrix 𝑋
Lowersparsity, using the article-level interaction 
matrix 𝑋’

𝑎,𝑖
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Table 2. Dataset statistics under two recommendation scenarios

Recommendation  Scenario # Users # Items # Interactions Sparsity
visitor-level 57 902 444 79 530 99.69%
article-level 2 985 444 79 530 93.99%

Note: In the article-level setting, “users” refer to article pages rather than individual visitors

4.2 Recommender Constructions

Constructing recommendation models from scratch 
can be both time-intensive and inefficient, particularly 
when mature libraries off errobust, ready-to-use 
implementations. Several open-source frameworks 
have emerged to streamline the development of 
recommender systems, including Surprise (Hug,2020), 
Microsoft recommenders (Graham et al.,2019),  and  
Daisy (Sun et al.,2023). These libraries provide abroad 
suite of pre-implemented, state-of-the-art models, 
enabling researchers and practitioners to focus on 
experimentation, tuning, and deployment  rather than 
model implementation.

In this study, we adopted the Daisy framework to 
implement the 13 recommendation models under 
comparison. Each model was instantiated in tw 
oversions, corresponding to the two data set scenarios: 
visitor-level (high sparsity) and article-level (reduced 
sparsity). Specifically, the data set was partitioned 
into three subsets: (i) a training set (80% of the 
data), (ii) a validation set (10%of the training data), 
and (iii) a test set (20% of the data).This split was 
carried out in a time- aware manner: user interactions 
were chronologically ordered by time stamp, and 
the earliest 80% were used for model training. The 
validation set was then used to tune model hyper-
parameters (described in the next subsection), and 
final performance was evaluated on the held-out test 
set.

Hyper-parametertuning. Hyper-parameter optimization 
(HPO ) is a critical phase in the training of ML 
models, aiming at identifying the combination of 
hyper-parameters that yields the  best predictive 
performance. This process is particularly  important for 
modern recommender systems, whose effectiveness 
can vary significantly depending on the data set 
characteristics and the selected hyper-parameter 
configuration (Jannachetal.,2015).  In our study, we 
employed Optuna (Akiba etal.,2019), a widely adopted 
and actively maintained HPO framework. For each 
recommendation model evaluated in our experiments, 
we executed 50 HPO iterations with Optuna, targeting 
improved recommendation accuracy as the primary 
objective.

4.3 Evaluation Metrics
Evaluating the performance of are commender system 
is essential for understand ingits effectiveness  across 
different dimensions of recommendation quality. In 
this study, we employ a comprehensive set of standard 
metrics to assess both the accuracy and diversity of 
the models under comparison:

Precision:•	  Measures the proportion of 
recommended items that are relevant to the user. It 
reflects the accuracy of the recommended list.
Recall:•	  Measures the proportion of relevant items 
that are successfully retrieved by the system.
It indicates the system’s ability to identify all 
relevant items.
F1-score: •	 The harmonic average of precision and 
recall, offering a balanced view of both metrics in 
a single score.
Mean Reciprocal Rank (MRR): •	 A rank-sensitive 
metric that captures the average inverse rank of the 
first relevant item in each recommendation list.
Normalized  Discounted Cumulative Gain •	
(NDCG): Evaluates not only whether relevant 
items appear in the list but also how highly they are 
ranked. Higher-ranked relevant items contribute 
more to the score.
Hit Ratio•	 : Measures the proportion of times 
that at least one relevant item appears in the 
recommendation list provided to users.
Mean Average Precision (MAP):•	  evaluates the 
quality of ranked recommendations by averaging 
the precision scores obtained at the ranks where 
relevant items occur, across all users.
Coverage:•	  Indicates the proportion of items in 
the catalogue that are recommended at least once 
across all users. A higher coverage score signifies 
greater diversity in recommendations. For example, 
a coverage of 1means that every item in the 
catalogue has be enrecommended at least once.

Together, these metrics provide amultifaceted 
evaluation framework, allowing for robust com- 
parisons  of  different recommendation algorithms in 
terms of  both predictive accuracy and recommendation 
diversity.
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5. Results and Discussions
In this section, we first presentand analyze 
the performance    comparison  of   the  tested   
recommendation  models  across  both  accuracy-
oriented metrics (e.g.,F1-score, Hit Ratio)  and   
coverage. We begin by examining model performance 
under the original high-sparsity scenario—
corresponding to the visitor-level scenario described 
in Table 2—to address our first research question 
(RQ1) defined in Section 3.
Subsequently, we evaluate model performance 
on the lower-sparsity data set resulting from our 
proposed interaction matrix reformulation strategy 
(i.e.,thearticle-level recommendation scenario 
described in Table 2). This enables us to explore the 

effect of sparsity reduction and to compare model 
robustness across both scenarios, there by answering 
our second research question (RQ2). Finally, we 
discuss in Section 5.3 the limitations and implications 
of the present study.

5.1 Performance Comparison and Analyse of the 
Tested Recommendation Models
Figure 1 presents the comparative performance of 
the 13 tested state-of-the-art recommendation models 
across eight evaluation metrics, based on the original 
visitor-level (i.e., high-sparsity) data set. Each metric 
is reported in a Metric@𝐾 format, where the horizontal 
axis denotes the size of the recommendation list (𝐾).
For all reported metrics, higher values indicate better 
model performance.

Figure 1. Performance comparison of the 13 recommendation models on the original sparse dataset across 8 evaluation metrics.
In terms of overall recommendation accuracy, we 
observe that in this cold-start setting, i.e., with a 
sparsity level of 99.69%, the absolute performance of 
all 13 evaluated models remains relatively low. For 
example, even the best-performing model achieves a 
HitRatio @10 below 0.25, highlighting the inherent 
difficulty of the task. At the individual model level, 
there is notable variation acrossmetrics. For instance, 
interms of  NDCG@1,the observed scoresrange from 
as lowas≈0.001 for  EASE  and  Item  KNN to≈0.10 
for Multi-VAE, Most Pop and FM, representing a 
100-fold difference in ranking quality.
Overall,   DL-based    recommendation   models   
(e.g.,Multi-VAE, Neu MF, NFM, and NGCF) 
consistently out perform ML-based  models (e.g.,SLIM, 
EASE, and Pure SVD) across the 21 evaluated accuracy 
configurations (i.e., 7 accuracy metrics × 3 list sizes 
in Figure 1). Surprisingly, the simplerule-based Most 
Popmodel, based solely on item popularity, achieves 
accuracy comparable to (andinsomecases surpassing) 
that of DL-based models. This finding, consistent 
with prior observations (Ferrari Dacremaetal.,2019), 
suggests that in cold-startre commendation scenarios, 

straight forward popularity-based strategies can 
perform competitively—even against advanced DL 
models.
Let us now turn to the evaluation of the 13 models with 
respect to the coverage metric, which measures are 
commende rsystem’s ability to suggest adiverserange 
of items. One might reasonably expect that models 
like Most Pop, designed to recommend only them 
ostpopular items,would  yield  lower coverage. As 
shown in Figure 1, this intuition is generally confirmed: 
the most accurate model stend to exhibitlimited 
coverage. For instance, interms of Coverage@10, 
highly accurate models such as NeuMF, NGCF, 
Multi-VAE, Most Pop, and NFM all score below 0.4, 
indicatinga relatively narrow item recommendation 
spread. In contrast, models like SLIM, EASE, and 
Pure SVD achieve them aximum coverage value of 1, 
reflecting abroad erability to expose users to  A wider 
portion of the item catalogue. This contrast illustrates 
a commontrade-off in recommender systems between 
accuracy and diversity, and emphasizes the importance 
of aligning model choice with the specific strategic 
goals (Du et al.,2021).
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5.2 Impact of the sparsity reduction on 
recommendation performance
As shown in Table 2, shifting the recommendation 
focus from individual visitors to article pages leads 
to a reduction in dataset sparsity of ≈6%. This 
subsection investigates how this sparsity reduction 
affects model performance, as visualized in Figure 
2. Each subplotin Figure 2 corresponds to a specific 

evaluation metric,with every recommendation model 
(x-axis) represented by two bars: one for the original 
sparsesetting (blue) and one for the densersetting 
(red). Since similar trends were observed across all 
three evaluated recommendation list lengths (i.e., 
Metric@1, @5, and @10),we focus our discussion 
belowon Metric@5results (cf.Figure 2).

Figure 2. Comparison of model performances using Metric@5 under sparse (visitor-level) and dense (article-level) recommenda-
tion scenarios (cf. Table 2) 

In terms of recommendation accuracy, the 
performances of nearly all tested models, except 
NeuMF, improved significantly under  the article-
level, denser recommendation scenario. Take, 
forinstance, the Hit Ratio metric: Multi-VAE’s best 
value increased from ≈0.15to≈0.60, making a 300% 
improvement. As visually depicted in Figure 2, the 
red bars (densescenario) consistently exceed the blue 
bars (sparsescenario) across even accuracy metrics, 
supporting  the  effective nesss of our  proposed sparsity-
reduction strategy. Interestingly, this improvement 
appears more pronounced  for ML-based models 
(e.g., EASE, SLIM, PureSVD) and classic rule-
based models (e.g., ItemKNN) than for DL-based 
approaches (e.g., NFM, Multi-VAE, NGCF). For 
example, where as Multi-VAEsawa 300% boost in Hit 
Ratio, Item KNN experienced an increase of over 16 
000% (from 0.002 to 0.323), and Pure SVD improved 
by 11 900% (from 0.005 to 0.603). These results rein 
force the widely held view that DL models are well-
suited for highly sparse data, making them a strong 
choice in high-sparsity cold-start scenarios. However, 
when data sparsity is reduced, simpler ML models 
can capitalize on the  denser signal to match or even 
exceed the performance of more complex DL counter 
parts.

Interestingly, the coverage performance of the tested 
model sreveals a distinctly different trend. As discussed 
in the previous section, under the high-sparsity 
scenario, the most accurate models generally exhibited 
low coverage. However, Figure 2 suggests that in 
the denser, article-level scenario, improvements in 
recommendation accuracy do not necessarily come at 
the expense of coverage. In fact, it is possible to achieve 
high accuracy and high coverage simultaneously. For 
instance, the Pure SVD model not only achieved top-
tier accuracy scores but also reached near maximal 
coverage, demon strating its ability to recommend 
relevant items while spanning abroad portion of 
the catalogue. From a marketing stand point, this is 
particularly note worthy: the model seems capable 
of widely distributing the advertisement catalogue 
(coverage) while effectively matching relevant items 
to appropriate article contexts (accuracy)—a highly 
desirable combination for campaign optimization.
In contrast, the Most Pop model, which consistently 
ranks among the most accurate insparse settings, 
continues to suffer from low coverage,even in the denser 
scenario. This underscores the inherent limitation of 
popularity-based recommendation strategies, which 
tend to reinforce a small subset of popular items at 
the expense of diversity.
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Finally, as noted at the beginning of this section, 
we examine the ranking dynamics of the tested 
recommendation models—specifically, whether the 
top-performing models in the sparse (visitor-level)
scenario  (cf.Figure 3)  retain their leading positions 
when sparsity is reduced. Figure 3 presents the 
comparison result  in the denser, article-level setting. In 
this context, the DL-based Multi-VAE model remains 
among the top performers, confirming its robustness 

across different levels of data density. However, a 
notable shift in relative performance emerges: classic 
matrix factorization models such as Pure SVD and 
MF out perform several DL approaches, including 
NFM, NGCF, and NeuMF. This shift highlights the 
sensitivity of model effectiveness to data sparsity and 
suggests that certain models may be better suited to 
specific operational conditions.

Figure 3. Performance comparison of the 13 recommendation models on the denser dataset across 8 evaluation metrics.

These findings lead  us to the answers to ourtwore 
search questions:

RQ1: Which recommendation models  perform best •	
under cold-start conditions in online advertising 
platforms with anonymous user traffic?

Answer: DL-based models, particularly Multi-VAE 
(Liangetal.,2018), demonstrate strong performance 
under extreme cold-start conditions. Interestingly, 
a simple rule-based strategy such as recommending 
the most popular items can also yield competitive 
accuracy, confirming findings from prior studies 
and highlighting its  practicalutility insuch sparse 
scenarios (Ferrari Dacrema et al.,2019).

RQ2: To what extent does the proposed interaction •	
matrix reformulation mitigate sparsity and 
enhance recommendation performance across 
different model types?

Answer: The  proposed  interaction  matrix   
reformulation offers a general strategy for reducing 
data sparsity. Inourstudy, it reduced sparsity by 
approximately 6% and significantly improved 
recommendation accuracy for most models. This 
effect is especially pronounced for classic ML-based 
models (e.g., Pure SVD, SLIM), which benefit more 
than DL models. Notably, this accuracy gain is not 
achieved at the expense of coverage, as many models 
were able to simultaneously maintain or even improve 
their coverage performance.

6. Discussion, Limitation and Implication
This study assessed the performance of 13 state-of-
the-art recommender systems on a real-world data 
set from the online magazinead vertising domain, 
evaluated across two recommendation scenarios.
Our proposed approach reduces data sparsity by 
shifting the recommendation focus from the visitor 
level (i.e.,anonymous users from web traffic) to the 
article page level. While this strategy led to no table 
gains in recommendation accuracy, as demonstrated 
in the previous section, it also introduces an 
important limitation. Specifically, there formulated 
recommendation  task no longer targets individual 
users. Instead, recommendations are generated 
at the content (webpage) level—that is, relevant 
advertisements are selected to be displayed with in 
specific webpages. This design prioritizes enhancing 
user engagement with the article page itself, 
potentially at the cost of reduced personalization for 
individual visitors. However, as discussed in Section 
3, traffic-driven online advertising platforms often 
lack sufficient information to build reliable preference 
profiles due to user anonymity. In such contexts, the 
trade-off appears acceptable: the gain in contextual 
relevance and accuracy  at  the  page level mayout  
weigh the loss in individual-level personalization. 
Another important limitation lies in the staticnature 
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of the evaluation set up. The recommendation 
models in our study were trained and tested on 
historical interaction data, without accounting for 
temporal dynamics or session-level context. User 
interests and ad relevance often fluctuate over time 
or across browsing sessions, and static models may 
struggle to adapt to these short-term behavioral shifts. 
Recent advances in session-based and context-aware 
recommender systems underscore the importance of 
capturing sequential patterns and contextual signals 
(deSouzaPereira Moreira et al.,2021). Incorporating 
these dynamic factors in future work could further 
enhance ad targeting effectiveness and user 
engagement in time-sensitive scenarios.

From apractical stand point, our findings yield 
actionable in sights for developers and decision- 
makers in online advertising. First, in typical cold-
start settings, DL-based approaches, such as Multi-
VAE (Liangetal.,2018), consistently offer strong 
performance. Alternatively, in particularly sparse 
scenarios, simple rule-based methods like Most Pop 
(Jietal., 2020) can achieve surprisingly competitive 
results. Second, for content-driven platforms that 
monetize through on-page advertising, shifting the 
recommendation unit from individuals to content 
pages may be a pragmatic and effective solution. This 
approach can significantly enhance recommendation 
accuracy without incurring major trade-offs in 
diversity or coverage.

7. Conclusion
Improving user engagement, such as increasing click-
through rates, is acentral objective form any online 
advertising platforms. Recommender systems play 
apivotrole in this process by predicting user interests 
based on interaction histories. However, for traffic-
driven platforms dealing with anonymous visitors, 
the cold-start problem remains a significant challenge 
due to the sparsity of user interaction data.

In this study, we present a systematic evaluation of 
13 state-of-the-art recommender systems— spanning 
rule-based, ML-based, and DL-based approaches—
using real-world interaction data from an online 
magazine advertising platform. The goal is to provide 
practitioners with actionable insights into model 
performance under real-world constraints, particularly 
incold-start scenarios. To address extreme sparsity, we 
propose a simple but effective reformulation of the 
interaction matrix that improves data density without 
requiring user identity.

The   main  findings of the study are summarized as 
follows. In a typical cold-start setting with 99.7% 
sparsity, none of the considered models, regard less 
of type, achieve high recommendation accuracy.
Even the mostad vanced DL models, such as Multi-
VAE (Liangetal.,2018), Neu MF (HeandChua,2017), 
and NFM (He and Chua,2017), achieve  only modest 
performance. Surprisingly, a simple popularity-based 
method (MostPop) performs comparably to DL-
based models, suggesting that when interaction data 
is minimal, complex architectures may not provide 
substantial benefit.

In addition, when applying our sparsity 
reduction strategy, all model types demonstrate 
significant performance improvements in terms of 
recommendation accuracy. In particular, ML-based 
models (e.g.,Pure SVD (Cremonesietal.,2010), EASE 
(Steck, 2019)) benefit the most and often out perform 
DL models  under the denser  recommendation 
scenario. Interestingly, this improvement in accuracy 
does not come at the cost of diversity. Several models 
(e.g., Pure SVD) achieve high coverage while also 
ranking among the most accurate, indicating that 
relevance and diversity can coexist in less sparse 
recommendation scenarios.

We hope these insights will  help advertising 
platforms better understand the trade-offs between 
model complexity, data sparsity, and recommendation 
quality, ultimately guiding them  toward more effective 
and scalable solutions.
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